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‘ Pandas '




Pandas est une bibliotheque open-source permettant la
manipulation et I'lanalyse de données de maniére simple et
intuitive en Python

'une des forces de Pandas est qu’il se base sur la tres
populaire bibliotheque NumPy. En plus de cela, les données
produites par Pandas sont souvent utilisées comme données
en entrée pour les fonctions de plotting de Matplotlib,
I"analyse statistique en SciPy, les algorithmes de machine
learning en Scikit-learn. Les data scientists 'utilisent pour le
chargement, le traitement et I'analyse des données tabulaires
(données stockées sous format .csv, .tsv ou .xIsx)




Ce qui fait la force de Panda est qu’elle :

fournit une structure de donnée appelée Dataframe
rapide et efficace pour la manipulation des données avec
indexation intégrée ;

dispose d’outils pour lire et écrire dans des fichiers de
différents formats (.csv, .txt, .xlsx, .sql, .hdf5, etc...) ;

offre une flexibilité pour traiter les données de type
hétérogenes ou manquantes ;

est open source ;

fournit une documentation tres détaillée et facile a lire




Pandas

pd.read_excel()

pd.read_csv() Charger des données (selon le format)
pd.read._....()

df.head()  Afficher le début du DataFrame

df.describe() Statistiques rapides
df.drop([‘column’, ‘column’, ...])  Eliminer certaines colonnes

df.dropna(axis=0)  Eliminer les lignes aux données manquantes

df.[‘column’].value_counts() Compter les répétitions

df.groupby([‘column’])




Pandas utilise Matplotlib.pyplot !

df.plot()

df.plot.bar()
df.hist(bins=...)
df.plot.scatter(x=..., y=...

pd.plotting.scatter matrix(df)

Pandas

data[ 'pclass'].value_counts().plot.bar() |
data[ [ ]

(matplotlib.axes._subplots.AxesSubplot at @x1f6cd8db208>
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Pandas

Dans Pandas, 2 structures de données:
* Séries
* DataFrames

DataFrame

Series Series

Série : tableau Numpy 1D + axe d’index
DataFrame : ~ Dictionnaire de Séries

Rappel: Dict [‘clef ] = valeur
Df [‘column’] = une Série

pclass survived
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Pandas

data [‘age’] = Série (ndarray) data['age'][0:10] data['age'] ¢ 18
: , , @  29.0000 ] False
data [‘age’][0:10] (indexing) 1 0.9167 1 #rue
2 2.0000 2 True
data [‘age’] < 18 (mask) 3 39.0000 3 False
4 25,0000 - False
‘ , . 5  48.0000 5 False
data[data [‘age’] < 18] (boolean indexing) ¢ ¢3'peea 6  False
7  39.9008 7 False
data [ [‘age’, ‘pclass’] ] = DataFrame 8  53.0000 8 False
9  71.0000 9 False
data.iloc [0:2, 0:2] -> localisation par index **™ ¥+ e T il
s e age  sex
p . 0 290000 female
data.loc[0:2 , ‘age’] R |

it 1 1 2 20000 female




Pandas
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SKLearn :Toujours 3 Methodes

Linear Decision Random Neural
K-NN SVM
Regression Tree Forest : Network
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Exemple

. Sélectionner un estimateur et préciser
ses hyperparamétres :

model = LinearRegression|............u...)
. Entrainer le modele sur les données X, y
(divisées en 2 tableaux Numpy)

model fit(X, y)

. Evaluer le modele
model.score(X, y)

. Utiliser le modele
model.predict(X)

‘RL

Linear
Regression

nodel = LinearRegression)
nodel it (X, y)
nodel.,score(X, y)

nodel, predict(X)




PYTHON FOR DATA
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* Linear Regression: Principal Component Analysis (PCAk 5 1y

[ | oo Sdasn ner modd CaussiznNB 222 from sklezrn.decomposition import -
= petee e S o & )
Python Scikit-Learn = s one A campenrtsn) | el o iy o)
y LinEﬂrReEres;iun(mnmIize:Tme) »>> from sklesrn import neighbors * K Means: : _l'sad' o =
| | * Support Vector Machine: AR #22 from sklesmicluster import Kileans w33k ': (X train}

ol P Sve knn=neighbors,KNeghborsClssfier(n ne  »»»k_means=KMezns(n_clust &
::: from Ma;rsn.mrrrptlﬂ ) igh ) fom state=o) 333 pra_modal fit= ;
new_sve=SVC(keme='nes T new_pca.fit_transform{X_train)

Introduction

Scikit-learm:“zklearn"iz 2 machine lezrning library for the Python programming lzngizge., |
Simple and efficient tool for datz mining, Datz znalysis and Machine Lezrning. Post-Processin g

Importing Convention - import sklezrn

Preprocessing model Tuning

5 o Grid Search: Randomized Parameter Optimization:
i . edict= 3 from sklesmn.grid_searchimport GridSezrchCV 333 from sklesrn.grid_searchimport RzndomizedSezrchCV
Data Loadin g Train-Test ;Z:Y;Pv; edic] ; fom{(55) s params = {'n_neighbors"t nparange(y3), "metric"t  s55 params={"n neighbors": range(1), "weights";
22y DTQCTict:new Irpredict{X_test) ’ [eucheean”, " ['uniform!"distance"[}
* Using NumPy: Data 335y predict=knnpredict probz(X test) 33 grid = GridSearchCV{estimztarzknn, »33 rsearch =RandomizedSearchC(estimator=knn,
s33import numpy 2s np : - - - param_grid=parzms) param_distributions=params, cv=4,n_iter=3, rndom stztess)
S }}::a:np‘amy{[[ul,},q],(?,s;gpo]}tlltypemﬁ] ; Insupervised: »v gndfi(X_trsin,y_trsin) =33 reaarchfit(X_train,y_train}
s»ydata = np.loadtt('file name.csv', 2»>from sklesrnmodel_selection ed=k ot »3% print(grid.bast_score ) | P
delimiter=",") import train_test spit VRS ) 33 print{zrid.best_estmator . neighbars) a ‘
ik #32X_train, X_test y trin,y test
>simport pandas a5 pd i SR L B2
s»sdf-pdread cafile namaco/ hesderzs) | | ein_test_spit(Xy,rndom steteco) Evaluate Performance
B Classification: Regrezsion: Clustering: Crossvalidation:
Data Pre para tion 1, Confusion Matrix: 1. Mean Absolute Error: 1. Homogeneity: 33 from
>3 from sklesrmmetricsimport > from sklesrn.metricsimport mean_sbsolute error 33 from sklearn.metricsimport sklezm.cross validztion
confusion matrix homogeneity_score import cross_val_score -
* Standardization * Normalization :a):aprint(mnfu;m_mhix(y_tﬂ, >33y _true=[3,-0.5,1] 2> homogeneity_scorefy_true, 3 ?
[, »»>from sklesrn.preprocessing import »»>from sklesrn, preprocessng import y_pred)) »»>mean_zhsolute error(y true y_predict) y_predict) prim:(_cruss_v?l_sumqknm
-H""_‘_ StandardScaler Nermalizer 2, Accuracy Score: b M{e;:s:]ared Errorn: i 2. Y-measure: X_train, y_train, cv=4)) ~
i s»5get nemes=df.columns 0 ) >» knnzcore(¥_test, y_test) 224 e=rn.metricsimport mean_squered_emor >33 from sklezrn.metricsimport 533 g
seepcelers Zii?;::;mmﬁm >33 from sklezrn.metricsimport s> mesn_squared_error(y_test,y_predict) v_measure_score print{cross_val_score{new_
¥ preproceszing. StendardSeler() #Normalizs Columm ECCUracy_score 3. R Seare: . >»»metricsy_messure score(y true, In Xy, ov=2))
™~ »xrcaled of = salenfit_transform(gf) seerrori e vy accuracy_score(y_testy pred) »>> from sklesrnmetricsimport ra_score y_predict)
sresualed_di= 'pTE‘pTDEESi‘I’Ig‘T_DTITBhZE([X array]) »»2 12_scorely frue, y_predict)
pd.DatzFrame(scaled df, -
columns=get namezjm

FURTHERMORE: vV Il.P f
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Fonction

plt.plot(x, y)
plt.show(x, y)

N

Méme résultat

Matplotlib

00P

fig, ax = plt.subplots()
ax.plot(x,y)
plt.show()

—




Matplotlib

import matplotlib.pyplot as plt

plot(x, v, label=..., Iw=.., Is=.., ¢=..) | Pl Tonty

I

} |
Epaisseur Couleur
du trait du trait
Nom de Style

la courbe du trait




plt.figure()

0 T O T T

plt.savefig('text.png’)

t.plot(.., ...
t.plot(..,..)

t.xlabel(texte’)

ttitle(‘texte’)
t.legend)

plt.show()

Matplotlib
<- Début de la figure

import matplotlib.pyplot as plt

plt.figure()

plt.legend()
plt.show()

} Contenu

plt.plot(x, y, label='quadratique’)
plt.plot(x, x**3, label='cubique')
plt.title('figure 1')
plt.xlabel( 'axe x')
plt.ylabel('axe y')

plt.savefig('figure.pnd')

figure 1

1 = quadratique
| = cubique

/

<- Affiche la figure
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Matplotlib
Une grille de graphiques:

plt.subplot(lignes, colonnes, position)

10 10
sl 08 -
06 - 06 -
.| subplot(2,2, 1) | "|subplot(2, 2, 2)
02 - 02 -
- Y T r 00 . . v .

00 02 04 06 08 10 00 02 04 06 08 10
10 10
08 - 08
| subplot(2, 2, 3) | °*|subplot(2, 2, 4)
02 - -
00 ——r -

00 02 04 06 08 10 00 02 04 06 08 10




Matplotlib

Un Exemple: olt subplot(2, 1, 1)
plt.plot(x, y, ¢='red’)

10 plt.subplot(2, 1, 2)
08 - plt.plot(x, y, c='blue’)
06 1 Spr'Ot(z, 1' 1) [<matplotlib.lines.Line2D at Bx1366865b358)]
04 1
4
02 ‘
2
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subplot(2, 1, 2)
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